




a relationship directly between the sensor responses
of the training set, ρts (represented by a column vec-
tor of k rows, one per sensor), and training spectra,
Ets (represented by a column vector of n rows, one per
wavelength sample):

W ¼ Etsρþts; ð1Þ

where the superscript þ refers to the Moore–Penrose
pseudoinverse [1]. Thus, once the n × k matrix W is
calculated we can say that the system has been
trained, and we can obtain the n-rowed vector of
the spectral estimations, ER, using the linear pseu-
doinverse method in the way shown in Eq. (2):

ER ¼ Wρ; ð2Þ

where ρ is the k-rowed vector of the sensors’ re-
sponses of a new unknown spectral measurement,
which is related to the spectral distribution of light,
E, impinging on them by

ρ ¼ RtEþ σ: ð3Þ

Matrix R is n × k and represents the spectral respon-
sivities of the camera sensors (superscript t indicates
transpose), while σ is the noise, which is always pre-
sent in electronic devices, represented by a k-rowed
vector of unrelated components [2,3].

B. Selection of Training Samples

Some authors [1,14,15] have proposed various meth-
ods in order to select the most appropriate samples
from a huge dataset to build a smaller training set.
Hardeberg [1] recommended an iterative method
where a spectrum is added to the training set to mini-
mize the ratio between the first and the last singular
values, which is the condition number. Other authors
[14] use the spectra whose values of the cameras re-
sponses maximize the average distance with the rest
of camera responses values for a given number of
samples in the training set. There are other alterna-
tive methods [1,15] based on the maximum spectral
differences between the training spectra using a cer-
tain metric (e.g., entropy [16]) or on using principal
component analysis (PCA) to select the directions of
maximum spectral variation.
In this work we compare the quality of the training

sets obtained with some of these methods against a
new proposed method based on using our previously
introduced [2,3] colorimetric and spectral combined
metric (CSCM), which is calculated as

CSCM ¼ Lnð1 þ 1000ð1 −GFCÞÞ þΔE�
ab þ IREð%Þ;

ð4Þ

where Ln is the natural logarithm; GFC stands for
the goodness fit coefficient [8], which is a spectral me-
tric with a value of 1 for perfect matches;ΔE�

ab is the
CIELAB distance; and IRE (%) is the percentage of
the integrated radiance error [17], a widely used

metric in the field of solar radiation that takes into
account differences in the total energy across the
visible spectrum. The CSCM metric has proved to
be a good candidate for evaluating mismatches be-
tween spectra, taking into account three different
points of view—spectral, colorimetric, and radio-
metric—simultaneously. Hence, we will also use this
metric to compare the quality of the spectral estima-
tions obtained later.

Our new proposed grouping method takes one ran-
dom spectrum from the global set of measurements
and measures its distance in terms of the CSCM me-
tric to the rest of the spectra in the set. The nearest
spectrum to the selected one is grouped to it and de-
leted from the training set. We then randomly choose
another initial spectrum and repeat the grouping
process, removing one spectrum at each step, until
the desired number of spectra remaining in the train-
ing set is reached. This algorithm is fast since we do
not need to measure all the distances between the
spectra because some of them are calculated in pre-
vious iterations and can be reused. We also noticed
that, although the concrete set of training spectra se-
lected each time that the algorithm runs is different
(due to the random selection of the initial spectrum
at each iteration), the quality of the training sets
(measured by the quality of the spectral reconstruc-
tions obtained when using these sets) is almost the
same in all the cases, hence proving the stability
in terms of spectral quality of our training set selec-
tion algorithm.

As we stated before, our aim in this section is to
compare the different methods mentioned for obtain-
ing a training set of spectra against the new proposed
one. We use each of these methods (minimization of
the condition number [1], closeness to the PCA direc-
tions [15], maximization of the entropy [16], and our
CSCM-based method) to obtain a training set of 40
samples from the complete data set of 902 skylight
spectralmeasurements taken inGranada. A previous
work [3] has proved this number to be sufficient to
obtain accurate spectral reconstruction with the
linear pseudoinverse method. This complete set
is then used as a test set to measure the quality,
when using the CSCM metric, of the spectral recon-
structions obtained from each training set. In Table
2 we show the results concerning this experiment,
where it is clearly seen that the best spectral recon-
structions are obtained when we use the training
set calculated from our grouping method explained
before. In Fig. 3we show the chromaticity coordinates

Table 2. Mean Values � Standard Deviations of the CSCM metric when
Recovering the Complete Test Set of 902 Skylight Spectral Measurements

Using the Linear Pseudoinverse Method with the Training Set of 40
Samples Obtained with Each of the Methods

Condition
Number

Minimization

Closeness
to PCA

Directions
Entropy

Maximization

Grouping Spectra
Maximizing

CSCM

38:20 � 32:97 19:13 � 20:89 85:83 � 95:21 12:22 � 16:70
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of the set of 40 skylight spectra selected by using this
proposed method and also the coordinates of the com-
pletedata set.Wecansee that the chromatic variety of
the training set expands that of the complete set.

C. Influence of the Training Set Size

To end this section, we show some results on the in-
fluence of the training set size over the spectral re-
covery quality. It is interesting to check if there is
an optimum number of training spectra to be used
in order to obtain accurate spectral reconstructions
from the information they provide. This optimum
number would be the minimum needed to achieve
a desired quality in the spectral recoveries. Some
authors [1,3,14,15] have studied this parameter,
leading, as a main result, to a critical size of the
training spectra to be used. Hence, if we use a larger
number of training spectra, beyond this critical
value, there is no improvement in the results. Cur-
iously, results do not get worse when more and more
training spectra are added beyond this critical value,
but this is something one would not want to do be-
cause the speed of the algorithms decreases with
an increasing number of training spectra, very much
critically for some concrete spectral estimation meth-
ods [3]. We will accept this value as the optimum size
of the training set, and—obviously—this optimum
size depends on the kind of spectra we are studying,
on the spectral recovery algorithm [3], and on the
specific hardware of the multispectral system. For in-
stance, Hardeberg [1] found that 20 chosen samples
from the Munsell atlas of spectral reflectances are
enough to recover accurately the 1269 patches of
the complete atlas with a multispectral system based
on a CCD monochrome camera and a liquid crystal
tunable filter. In previous works [3] we found that
this optimum number could be different for different
spectral estimation algorithms such as the linear

pseudoinverse or the Shi–Healey [18] method, which
typically needed 20 and 150 spectra, respectively, to
achieve similar results in high noise situations.

In a new experiment regarding the number of sam-
ples of the training set, we use different sizes of this
training set, from now on the so-called parameter m,
obtained by our grouping method explained above.
We then recover the complete test set by using again
the linear pseudoinverse method with each of the
training sets of different sizes. The quality of the
spectral estimations is measured once more by
means of the CSCM metric, and in Fig. 4 we show
the mean values of this metric when the test set of
902 skylight spectral measurements is recovered
by using training sets of different sizes in each case.
We notice that the improvement in the results for
values of m over 100 is not significant, hence we
can use this value as the optimum for our system.
This optimum value of m may seem high, but we
must remind the reader that our set of 902 spectra
includes skylight measurements of cloudy and clear
days, at many different times of the day and pointing
to many different positions of the sky, hence provid-
ing a high spectral diversity.

4. Spectral Estimations Results

In this section we prove that it is possible to obtain
accurate spectral reconstructions from trichromatic
RGB CCD camera measurements by using the linear
pseudoinverse method and the training set selection
method shown in Section 3.A with m ¼ 100 samples,
since this size for the training set has proved to be
the optimum (see Fig. 4). The linear pseudoinverse
spectral estimation algorithm permits us to obtain
spectral curves from the RGB values of the camera,
as shown in Eq. [2]. The potential applications of
such a result are very interesting, and they are dis-
cussed further in this section. We use various metrics
to compare the estimated spectral curves from the
camera to the measurements obtained simulta-
neously and at the same point on the skydome from
a SpectraScan PR650 telespectroradiometer.

In Table 3 we show the mean and standard devia-
tion values for those metrics composing the CSCM
metric as explained in Eq. (4) over the complete test

Fig. 3. (Color online) CIE-31 chromaticity diagram showing the
xy coordinates of the complete set of 902 skylight measurements
taken in Granada (circle) and those xy coordinates of the 40 train-
ing samples selected with our grouping method maximazing the
CSCM metric (rhombus). The Planckian locus is shown as a line.

Fig. 4. Mean value of the CSCMmetric when recovering the com-
plete test set of 902 skylight measurements taken in Granada by
using different training sets of various numbers of samples when
using the proposed grouping method. Linear pseudoinverse algo-
rithm is used for the spectral estimations.
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set of 902 skylight spectral measurements. Typical
values [2,3] for these metrics, when applied to com-
parison of very good reconstructions of skylight spec-
tra, are between 0.99 and 0.999 for the GFC, between
1.0 and 3.0 for the CIELAB ΔE�

ab distance and be-
tween 2% and 4% for the IRE (%) metric, which gives
a range between 4.0 and 9.0 as very good for the
CSCM metric. The results obtained with this ima-
ging system estimating skylight spectra are good en-
ough to try to develop other tasks from this stand
point. We are trying [19], for instance, to obtain in-
formation about climate parameters [20] such as
the Angström exponent or the optical depth from
the spectral information estimated from the RGB
camera images. No existing instrument in this field
that we know of is capable of providing measure-
ments of these parameters in every elevation angle
at the same time, or even at nighttime, and of course
none is as cheap as a RGB CCD digital camera.
We can see that the quality of the spectral estima-

tions obtained with this CCD camera is quite accep-
table from spectral and colorimetric points of view.
However, the IRE (%) metric shows not so good re-
sults due to a lack of accuracy in the estimation of
the total energy impinging on the camera sensors.
This effect could be due to the errors introduced by
not measuring the variation on the transmisivity
of the fish-eye lens with the elevation in the image
or by a certain amount of pixel saturation in those
images of clear days. Discarding this lack of accuracy
in the integrated energy across the visible spectrum,
the relative shape of the spectral estimations is quite
accurate since GFC values are nearly equal to one.
This GFC metric does not take into account different
scaling between compared spectra and considers
only relative differences in their spectral shapes
[21–23].
All these issues are shown in Fig. 5, where two ex-

amples of spectral reconstructions obtained with this
system are compared to the skylight spectra mea-
sured with the spectroradiometer. Figure 5(a) corre-
sponds to the 10th percentile of the CSCM metric
(with a value of CSCM ¼ 2:15, corresponding to a
measurement taken with partially cloudy sky), while
Fig. 5(b) corresponds to the 90th percentile of the
same metric (with a value of CSCM ¼ 25:56, corre-
sponding to a clear day and a zenith measurement;
the CCD was probably saturated in this image).
We can prove that the quality of the spectral esti-

mations is effectively improved when discarding the
differences in total integrated energy by normalizing
the spectra (dividing each spectra by its L2 norm) be-
fore comparing them. By doing this, we obtain the

results shown in Table 4 and Fig. 6, whose CSCM
values are quite good considering they were taken
from a trichromatic camera measurements. Hence,
if we only need to deal with relative spectra and
we are not interested in absolute radiometric mea-
surements with this system, we can normalize the
results and obtain much better accuracy. This could
be done, for instance, if we were interested in per-
forming cloud detection from spectral measure-
ments, since different clouds give different kinds of

Table 3. Mean � Standard Deviation Values of Various Metrics when
Recovering the Complete Test Set of 902 Skylight Spectral

Measurements Taken in Granada from the RGB Responses of the CCD
Camera (m ¼ 100 Training Spectra are Used)

GFC CIELAB ΔE�
ab IRE (%) CSCM

0:9985 � 0:0032 0:99 � 1:36 9:42 � 12:72 11:44 � 14:16

Fig. 5. (a) 10th percentile (CSCM ¼ 2:15) and (b) 90th percentile
(CSCM ¼ 25:56) of the CSCM metric over the complete test set of
902 skylight spectral measurements taken in Granada when re-
covered with the RGB CCDQImaging camera and the linear pseu-
doinverse method (dotted line) trained with m ¼ 100 spectra. The
spectroradiometric measurement with the PR650 is shown by the
solid line.

Table 4. Mean � Standard Deviation Values of Various metrics when
Recovering the Complete Test Set of 902 Skylight Spectral

Measurements Taken in Granada from the RGB responses of the CCD
Camera After Normalization of the Spectral Curves (m ¼ 100 Training

Spectra were Used)

GFC CIELAB ΔE�
ab IRE (%) CSCM

0:9985 � 0:0032 1:16 � 0:99 0:70 � 1:04 2:506 � 2:462
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spectra, as we can see from Figs. 5(a) (corresponding
to a point of the sky with clouds) and 5(b) (corre-
sponding to clear sky zenith).

5. Conclusions

In this work we have shown that a trichromatic RGB
CCD digital camera can be used to obtain accurate
spectral estimations of skylight in a wide variety of
situations regarding time of the day, season of the
year, weather conditions, and elevation in the image.
This kind of imaging system is capable of estimating a
spectrum in every pixel of the entire skydome in real
time. This spectral information could be used later to
perform different calculus to obtain information
about climate parameters (such as the Angström ex-
ponent or the optical depth [20]), cloud detection and
identification, or information regarding different phe-
nomena related to atmospheric optics studies (halos,
rainbows, glories, etc.) or natural illuminants.
We have shown that the linear pseudoinverse

method [3] is very robust to noise and very appropri-
ate for noncalibrated [11,12] imaging systems where
spectral responsivities of the sensors are unknown
[3]. It is also a fast method that permits us to obtain
one spectrum per pixel in a 1280 × 1024 image in real
time. We have also proposed a new method for train-
ing samples selection, based on grouping similar
spectra according to their distances measured by
our proposed CSCM metric [2]. This new method
for selecting a good training set of spectra performs
better than other previously proposed methods. We
have shown an experiment where the influence of
the training set size has been studied.
Finally, we proved that some tasks regarding spec-

tral information could take advantage of the normal-
ized spectra, which are estimated with higher
accuracy with this imaging system. Hence, if no ab-
solute radiometric information is needed, one could
obtain really good normalized spectra from the re-
sponses of this CCD camera.
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Fig. 6. 90th percentile of the CSCM metric (CSCM ¼ 5:69) over
the complete test set of 902 skylight spectral measurements after
normalization. The spectroradiometric measurement with the
PR650 is shown by the solid line, while the spectral estimation
with the Qimaging CCD camera and the linear pseudoinverse
method trained with m ¼ 100 spectra is shown by the dotted line.
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